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Abstract

We consider a crowdsourcing data acquisition scenario, such as federated learning, where a center collects data points from a set of rational agents, with the aim of training a model. We show how a payment structure can be designed to incentivize the agents to provide high-quality data, and to provide this data as early as possible, based on a characterization of the influence that data points have on the empirical risk of the model. Our contributions can be summarized as follows: (a) we prove theoretically that this scheme ensures truthful data reporting as a game-theoretic equilibrium and further demonstrates its robustness against mixtures of truthful and heuristic data reports, (b) we design a procedure for a subset of models according to which the influence computation can be efficiently approximated and processed sequentially in batches over time, and (c) we develop a theory for linear regression models that allows correcting the difference between the influence and the overall change in model risk.

1. Introduction

The success of machine learning depends to a large extent on the availability of high-quality data. For many applications, data has to be elicited from independent and sometimes self-interested data providers. A good example is federated learning (Konečný et al., 2016), where a single center (e.g., a large company) collects data from a set of agents to jointly learn a model. Other examples of such settings can be found in crowdsourcing.

So far, research in federated learning has focused on protecting the privacy of contributed data, but has not considered how to reward the agents for the data they provided. Given that gathering accurate data is often a costly task, one should not expect the agents to exert the required effort unless they are properly compensated. This phenomenon has been documented in practice (e.g., see (Vuurens, de Vries, and Eickhoff, 2011; Shah, Zhou, and Peres, 2015) and references therein) and is justified by the principles of agent rationality, an integral part of the field of game theory. Game theory tells us that we should be rewarding agents monetarily, with their payments being dependent on the quality of the data they provide. However, to do this, we first need to answer the following question: "What constitutes high-quality data?"

Intuitively, a high-quality data point is one that improves the accuracy of the model. We should be looking to give higher rewards to the agents that provide useful data, compared to those agents that do not contribute to improving the estimation. Additionally, we would like to reward more those agents that provide their data as early as possible.

1.1. Our Approach

We consider a crowdsourcing scenario like the one described above, and we aim to design incentive schemes, i.e., mechanisms that reward the agents proportionally to the effect that they have on the accuracy of the model. A clear way of measuring the effect of individual points on the accuracy of a model is via the classical notion of influence (Cook and Weisberg, 1980). For a given data point, the influence quantifies how much the model’s predictions would change if that point were not used in the training process. This allows us to quantify the effect that a single point has on the final outcome; we can simply remove the point, retrain, and compare the difference in the loss function. Based on the influence, we design schemes that reward agents proportionally to the decrease in the loss function due to their provided data points. The center then will only have to pay for data that improves the model’s predictive capabilities and has the guarantee that the total cost of the data acquisition process will be bounded. Fig. 1 shows how an influence-based crowdsourcing elicitation framework might be structured.

We will show theoretically that the prescribed behavior, i.e., exerting the required effort to extract a sample from the underlying distribution and reporting that sample, is the best option for the agents under reasonable assumptions. In game-theoretic terms, we prove that our incentive schemes induce this type of behavior as an equilibrium of the corre-
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Figure 1: The setting in this paper: self-interested strategic agents observe a distribution and report to a center. The center learns a model and rewards agents (here agent 3) according to their quality score, given the other reports that were received earlier (here from agents 1 and 2).

We consider the case where the data points arrive sequentially; this captures most real-life scenarios of interest, as the data acquisition process is usually sequential over time. We employ our incentive scheme to reward the agents in batches, with the fundamental property that agents that provide their data earlier are rewarded more, a desirable property as explained above. We consider two alternatives when it comes to the influence of data points in the current batch: Marginal-Loss (M-Loss), in which we include the data points of the current batch in training and Marginal-Gain (M-Gain), in which we do not. We propose an analytical method, which we demonstrate for linear regression, that the Center can use to apply a correction factor to either M-Loss or M-Gain which guarantees a bounded budget. We run experiments on several different real datasets, as well as generated data, and verify the efficacy of this correction factor.

1.2. Related Work

The topic of learning a model when the input data points are provided by strategic sources has been the focus of a growing literature at the intersection of machine learning and game theory. A significant amount of work has been devoted to the setting in which agents are interested in the outcome of the estimation process itself, e.g., when they are trying to sway the learned model closer to their own data points (Perote and Perote-Pena, 2004; Dekel, Fischer, and Procaccia, 2010; Meir, Procaccia, and Rosenschein, 2012; Caragiannis, Procaccia, and Shah, 2016; Chen et al., 2018b).

Our setting is concerned with the fundamental question of eliciting accurate data when data acquisition is costly for the agents, or when they are not willing to share their data without some form of monetary compensation. Another line of work considers settings in which the agents have to be compensated for their loss of privacy (Cummings, Ioannidis, and Ligett, 2015; Chen et al., 2018a).

A similar question to the one in our paper was considered by Cai, Daskalakis, and Papadimitriou (2015), where the authors design strategy-proof mechanisms for eliciting data and achieving a desired trade-off between the accuracy of the model and the payments issued. A similar model to Cai, Daskalakis, and Papadimitriou (2015) was considered in Westenbroek et al. (2017, 2019), for the case of multiple Centers eliciting data from the crowd. Because of the close comparison, we will elaborate on this further in section 2.
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Our ideas are closely related to the literature of Peer Consistency mechanisms (Faltings and Radanovic, 2017) and Peer Prediction mechanisms for crowdsourcing (Radanovic, Faltings, and Jurca, 2016). The idea behind this literature is to extract high-quality information from individuals by comparing their reports against those of randomly chosen peers. This approach has been largely successful in the theory of eliciting truthful information. The same principle applies to our case, where the payments are dependent on the improvement of the model and therefore agents are rewarded for providing helpful information. Finally, Jia et al. (2019) recently considered a setting in which the value of the provided data information is determined via the Shapley value. Their approach is inherently different from ours, but it is worth noting that they consider the influence approximation of (Koh and Liang, 2017) for approximating the Shapley value.

2. Setting

In our setting, there is a Center that wants to learn a model parametrized by \( \theta \), with a non-negative loss function \( L(z, \theta) \) on a sample \( z = (x, y) \). The samples are supplied by a set \( \mathcal{A} \) of Agents, with agent \( i \) providing point \( z_i = (x_i, y_i) \). We will denote by \( \mathcal{A}_{-i} \) the set of agents excluding agent \( i \). Given a set of data \( Z = \{z_i\}_{i=1}^n \), the empirical risk is \( R(Z, \theta) = \frac{1}{n} \sum_i L(z_i, \theta) \). The center uses a scoring function \( s(z) \) to determine the reward it pays for the data \( z \).

Our approach differs from other papers on this topic in that we make relatively few assumptions about agent beliefs and effort models. We consider the agent and center models as follows:

Agent: It is assumed that each agent \( i \) must exert effort \( e_i(o) \) to observe data point \( o \). We adopt a simple effort model, in which the agent makes a binary choice either to exert effort to make an observation, or exerts 0 effort and reports a data point based on some heuristic. The observation \( o_i \) and the necessary effort expended are unknown a priori to the agent. When the agent decides to make an observation, there is some expected effort \( \delta_i \) over the distribution of observable data points, which is known to the agent a priori. This value can vary amongst the agents. An observation \( o_i = g(\phi_i | \psi_i) \), where \( \phi_i \) is drawn from some shared underlying distribution \( \Phi \), \( \psi_i \) is a hidden latent random variable drawn from a shared distribution \( \Psi \), and \( g \) is a function that applies noise to \( \phi_i \) given \( \psi_i \). The agents have 2 beliefs regarding their noise, which we formulate as follows:

- Unbiased: \( \forall \phi \in \Phi, \forall \psi, \mathbb{E}_\Psi [g(\phi | \psi_i)] = \phi \)
- Non-Trivial: \( p_{\Psi}(g(\phi | \psi_i) = \phi) = 0 \)

The Center will employ a scoring function \( s(\cdot) \) to provide payments to the Agents, dependent on their reports; we postpone any details about this scoring function until the next section. We assume that agents possess no prior belief about \( \Phi \) or about the model used by the center, and therefore there is no belief update process when making an observation \( o_i \). This means that the strategy space of the agents is limited to the following:

- Expend effort \( \delta_i \) to make observation \( o_i \) and make the truthful report \( r_i = o_i \), receiving expected utility \( s(o_i) - \delta_i \), where \( s \) is the scoring function used by the center. We refer to this as the truthful strategy.

- Choose some arbitrary heuristic \( H_i \) and report \( r_i = h_i \), with \( h_i \in H_i \), expending 0 effort and receiving utility \( s(h_i) \).

- Opt-out and not observe or report anything.

Agents are rational, so they will choose the strategy that maximizes their expected utility. We make one further assumption about agent beliefs. For this we introduce the notion of risk-monotonicity, which is the notion that a model learner is monotonic in the true risk over the number of data points in the training set. While (Loog, Viering, and Mey, 2019) show that not all empirical risk minimizers are risk-monotonic in the number of training points, their counter-examples are adversarially constructed. As Agents have no prior information about the distributions, we consider it reasonable to make the following formal assumption:

Agents believe the center’s model is risk-monotonic with respect to the true distribution \( \Phi \), i.e. an agent expects that a point drawn from \( \Phi \) will not worsen the model’s expected risk when evaluated on \( \Phi \).

Center: The center wishes to construct a model because they believe they can extract some profit from this model. We assume the profit is a function \( f(R) \) of the model risk. The expected utility of the center is then the profit \( f(R) - c(R) \), where \( c(R) \) is the expected cost of constructing a model with risk \( R \). We do not assume a priori that \( c \) is known to the center, although it may be computable depending on the choice of scoring function \( s \). We assume that \( f(R) \) is monotonically decreasing. In order to evaluate the model risk \( R \), we assume two cases: (a) the Center may possess an independent test set, or (b) it may have to acquire a test set by randomly selecting reports from the agents with some probability \( p \) for each agent.

Implications: We contrast our setting with that considered by Cai, Daskalakis, and Papadimitriou (2015). In this paper presents a mechanism which forms a Dominant Strategy Equilibrium (DSE), but acquiring such a strong solution concept requires the adoption of certain strong assumptions. The authors assume that each agent chooses an effort level, and the variance of the accuracy of their reports is a strictly
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decreasing convex function of that effort. Furthermore, these functions need to be exactly known to the Center.
Finally, the paper does not consider the strategy space of non-truthful heuristic reporting. In this paper, we only require that the cost of effort is bounded. Furthermore, our strategy space is more expressive in the sense that, as in real-life scenarios, data providers can choose which data to provide and not just which effort level to exert.

It is easily provable that the strong solution concept of a truthful DSE is impossible to achieve in general with our more flexible assumptions. Suppose there is a mechanism that has a truthful DSE for some binary observation signal. Then suppose for the same mechanism the observation signal is inverted, i.e. the agents observe 0s as 1s and vice versa.

Following standard game-theoretic terminology, we will say that an agent supplying point \( r_i \) is a best response to the set of strategies \( r_{-i} \) chosen by the other agents, if the strategy it has chosen maximizes the quantity \( \mathbb{E}[s(r_j | r_{-j}) - c_i(r_j)] \) over all possible alternative reports \( r_j \), where the expectation is over the distribution of reports of the other agents. We will say that a vector of strategies (i.e., a strategy profile) \( (r_1, \ldots, r_n) \) is a Bayes-Nash equilibrium (BNE) if, for each agent \( j \), \( r_j \) is a best response. If \( r_j \) is a best response to any set of strategies of the other players, we will say that \( r_j \) is a dominant strategy.

3.1. Incentives for Agents

For the lemmas in this section, we make the following assumptions:

- Observation noise is unbiased and non-trivial, as stated in the previous section.
- Agents have no prior knowledge of the true distribution \( \Phi \) or the model of the center.

The proofs of the following statements are omitted due to lack of space, but are included in the supplement.

**Lemma 1.** An agent having made no observation believes the expected influence of any particular report to be 0.

**Lemma 2.** An agent \( A_i \) believes that, almost certainly, given a finite number of reports, \( \mathbb{E}_{\Phi} [\text{Infl}(o_i | \{o_j \}_{j \neq i})] > 0 \) when evaluated on \( \{z_{\text{test}}\} \) with \( z_{\text{test}} \) in the distribution of observations.

The following theorem asserts that as long as the test set consists of truthful information, the agents have a dominant strategy of either being truthful of opting out. In the case where the Center possesses an independent test set, this condition is satisfied trivially. In addition, the theorem provides a BNE guarantee: even if the test set is assembled by the Agents themselves, they have incentives to be truthful (or opt out) as long as the other Agents are truthful. However, it might still be the case that certain Agents report heuristically; we consider this case in Subsection 3.4 and show robustness of our incentives schemes there.

**Theorem 3.** Suppose that (a) the noise is unbiased and non-trivial, (b) the agents do not have knowledge of the distribution or the model, and (c) the test set consists of truthful information. Then, there is a large enough \( \alpha_c \) such that every agent, almost certainly, has a dominant strategy of either being truthful or opting-out.

3.2. Incentives for the Center

We now consider how this incentive scheme relates to the utility of the center. Given a center with profit function \( f(R) \), under a truthful BNE, the utility of the center is at least:

\[
f(R) - \sum_i \alpha_c \text{Infl}(o_i)
\]
Incentivizing and Rewarding High-Quality Data via Influence Functions

But we require that \( \alpha_c > \max_{\Phi, \theta} \mathbb{E}_\Phi[\mathbb{E}_\theta[\text{Infl}_i(\theta, x_i)]] \). Therefore, we have that the utility of the center in expectation is \( \mathcal{f}(R) - n \max(\delta_i) - \epsilon \) where \( n \) is the number of agents. In order for the center to have positive utility, the following must be satisfied: \( \max(\delta_i) < \frac{\mathcal{f}(R)}{n} \). It is possible in a real-world case that this inequality is not satisfied. This represents the case when the labor of the agents is too expensive to scale appropriately with the profit that the center would receive from building the model. However, a center can manipulate the value of \( \alpha_c \) in order to attain a positive utility as long as not too many agents are forced to opt out.

4. Practical Setting

In this section, we present methods that allow this influence-based incentive scheme to be used in a practical setting. We consider in particular the following cases:

- Learning the distribution of a random variable with \( k \) values: An agent \( i \) reports its own instance of the variable \( z_i = x_i \), and the model \( \theta \) is an estimate of a probability distribution \( \theta_i = p(x_i) \). Each model parameter is the normalized frequency of reports of value \( x_i \).
- Learning a linear regression model: An agent \( i \) reports a pair \( z_i = (x_i, y_i) \), and the center learns a regression model \( \hat{y} = \theta \cdot x + \theta_0 \) with a least squares loss function.
- Learning a logistic regression model: as above, but with logistic loss function.

4.1. Learning Distributions

This setting describes the classical crowdsourcing setting for the Peer Truth Serum (Faltings, Jurca, and Radanovic, 2017). The agents provide the center with their observations of different instantiations of a discrete random variable, and the center constructs a model of the variable’s distribution as a histogram of the observations reported by the agents. Specifically, we assume that the center elicits an unknown distribution of \( m \) values \( p_1, \ldots, p_m \). Agents observe and report samples taken from the distribution and the center aggregates them in a histogram. We measure time by the number \( n \) of values collected by the center.

Initially, each histogram cell \( h_j, j \in [1, \ldots, n] \) is set to 1, corresponding to a uniform estimated probability \( \hat{\theta}_j = 1/n \). Upon receiving a report of value \( x_i \), the center updates the model from \( \hat{\theta}_- \) to \( \hat{\theta} \) using the following update rule:

\[
\hat{\theta}_j = \hat{\theta}_j \cdot (1 - \delta) + \delta \cdot \hat{\theta}_j \cdot (1 - \delta)
\]

for \( x_i \neq x_j \)

The center uses the logarithmic scoring rule (LSR) as a loss function to measure the quality of the model for predicting a test data point \( z \):

\[
\text{LSR}(\hat{\theta}, z) = \ln \hat{\theta}(z)
\]

We could compute the influence of a new data point on the loss function directly. However, it is instructive to consider an approximation using the Taylor expansion of the loss function. Due to lack of space, we refer to the supplement for the details.

From here, we can derive the following payment function:

\[
\text{infl}(x_i, z) = \delta(n) \left( l \sum_{i=1}^{n} \frac{1}{\theta(x_i)} - 1 \right)
\]

where \( l \) is the number of test data points, \( \delta \) is a scaling factor, for example \( \delta(n) = 1/(n + 1) \). If the values don’t match, the agent has to pay \( \delta(n) \) (which could be a participation fee charged up front). We note that when \( \delta(n) \) is a constant, for example \( \delta(n) = 1 \), this scheme exactly matches the Peer Truth Serum (Faltings, Jurca, and Radanovic, 2017) and has been studied extensively in the literature.

4.2. Regression Learning

4.2.1. Influence Approximation

Trying to practically implement an incentive-based payment mechanism for regression learners imposes a host of challenges. The first is the computational cost of computing the influence for an agent. Specifically, we must compute \( \hat{\theta}_- \), which would involve entirely retraining the model. We present an approximation method based on the method described in (Koh and Liang, 2017), which uses the first term of the Taylor expansion, like in Section 4.1 (see supplement).

\[
\text{infl}(z_{test}, z_j) = \frac{1}{n} \nabla_{\theta} L(z_{test}, \hat{\theta}) H^{-1} \nabla_{\theta} L(z_j, \hat{\theta})
\]

This approximation, however, has the undesirable property that the mean influence of the training data is 0, as shown in Figure 2: The exact influence is shown to become computationally prohibitive for logistic regression with only a moderate number of data points, while the computation time for the approximate influence increases relatively slowly.
by the definition of $\hat{\theta}$ as the solution to $\sum \nabla_{\theta} L(z_j, \hat{\theta}) = 0$. As the sum of influences of the data points is in general positive, this approximation is insufficently precise. We therefore include the 2nd order term in the Taylor expansion of the empirical risk. Let $\partial_{\theta_j}$ be the change in theta due to up-weighting a training point $z_j$, and let $H_i$ be the Hessian computed only on $z_i$.

$$\partial_{\theta_j} = \frac{1}{n} H_{\theta}^{-1} \nabla_{\theta} L(z_j, \hat{\theta}) + \frac{1}{n^2} H_{\theta}^{-1} H_j H_{\theta}^{-1} \nabla_{\theta} L(z_j, \hat{\theta})$$

Also taking into account the second order approximation of the change in the loss on a test point when computing the influence:

$$\text{infl}(z_{test}, z_j) = \left( \nabla_{\theta} L(z_{test}, \hat{\theta}) + \frac{1}{2} H_{\theta, z_{test}} \cdot \partial_{\theta_j} \right) \cdot \partial_{\theta_j}$$

**Experimental Results**

We ran simulations to confirm the improved accuracy of the 2nd order approximation method and to demonstrate its computational efficiency. For the case of linear regression, computing the exact influence for each data point can be computationally feasible, but with a high enough input dimension the approximation will be more computationally efficient. For a model that is learned via an SGD method, such as a logistic regressor, it is clear that the influence approximation will provide significant improvements, as shown in Fig. 2. For all of our other simulations, we used an artificially generated linear dataset with noise, along with 4 datasets from the UCI database with a linear regression model: "Red and White Wine" (Cortez et al., 2009), "Air Quality" (De Vito et al., 2008), "Crime" (Redmond and Baveja, 2002), and "Parkinsons" (Tsanas et al., 2009). Non-predictive fields, redundant fields, and fields with many missing values were removed.

Using 1000 points for training and 200 for testing, we evaluated the exact influence, 1st order approximation and 2nd order approximation for each data point, recording the L1 and L2 norms between the approximations and the exact influence. We then evaluated the worst case and average improvement factors for the 2nd order approximation over the 1st order approximation (2nd order error / 1st order error). The worst case improvement for the L1 norm was 0.410, with the average being 0.0789 (lower is better). The worst case improvement for the L2 norm was 0.482, with the average being 0.0821. This means that for both the L1 and L2 norms, the 2nd order approximation was on average about 12 times as accurate as the 1st order approximation. We also report the means of the L1 and L2 norms between the 2nd order approximation and the exact influence to demonstrate that it is indeed accurate: $1.16 \times 10^{-3}$ for L1 and $2.45 \times 10^{-5}$ for L2.

### 4.2.2. Batch Processing

In a practical implementation, data arrives sequentially. Prior, we assumed that the influences would be computed over the entire dataset once all the data has been collected. Ideally, the Center could compute the influence and provide the payment immediately when a data point arrives. This has the advantage of allowing the Center to perform a priori budgeting. Suppose we have a dataset $\{z_i\}$ such that $i$ indicates the time of arrival of each datapoint. Then the sum of influences is the overall change in risk on the test set $T$.

$$\sum_{j=0}^{n} R(T, \hat{\theta}_{(z_i)_{<j}}) - R(T, \hat{\theta}_{(z_i)_{<j}}) = R(T, \hat{\theta}_0) - R(T, \hat{\theta}_{(z_i)})$$

By assigning a utility to the overall change in risk, the Center can budget the entire data collection period before implementing the mechanism. However, computing the influence for each data point as it arrives can be computationally prohibitive, even using the influence approximation. The computation time of the approximation, in terms of complexity, is dominated by computing $H^{-1}$, which must be computed every time the model is updated. The Center can strike a balance between the two extremes by grouping the data into batches, such that $H^{-1}$ is only computed once per batch.

With respect to a single batch, the game theory is the same as the one-batch case, however, we must now consider how batch processing affects incentives with respect to the time of reporting. We observe the following: the 1st order influence approximation presented in Koh and Liang (2017) has absolute error with respect to the exact influence of $O(\frac{1}{n^2})$, and is 0 in expectation. Therefore, in expectation, the exact influence is $O(\frac{1}{n})$. With this, it is clear that batch processing incentivizes Agents to report as early as possible, which is a desirable property for the Center.

#### 4.2.3. Initializing the Model

One point we did not address was the meaning of $\hat{\theta}_0$ in Section 4.2.2 the optimal parameters of the model given no training dataset. In many cases, linear regression for example, this is not properly defined. We term this the initialization of the model. We interpret this initial model as the aggregate knowledge of the Center prior to the data collection period. If the Center already has some data it can use for training, then it won’t need to collect as many data points or spend as much money during the data collection period. If the Center, rather than having a prior dataset, has some knowledge about the distribution of the model it wishes to learn, it can artificially generate a dataset by sampling from this prior distribution, with the number of samples corresponding to the confidence of the Center in the prior model. In the case where the Center has no prior knowledge, we consider this from an information theoretic perspective to be a state of maximum entropy, and therefore the initial model would be determined by sampling from the uniform distribution within the appropriate bounds.
4.3. M-Loss and M-Gain

With batch processing, the Center has two choices in how to implement the mechanism. The Center may include the most current batch in updating the model and compute the influence of each data point as though it were removed, or it could exclude the current batch and compute the influence of each data point as though it were added to the rest. We call these two methods M-Loss and M-Gain respectively, as shown in Fig. [3]. It is clear by construction that for a batch size of one, these two methods are equivalent, and the sum of influences is equal to the overall change in risk. For the sake of computational efficiency, the Center will want to choose a batch size greater than 1. We note that M-Loss will underestimate the expected influence in the 1-batch case because the influence of points that arrive early in the batch won’t be computed until the later points arrive. Similarly, we observe that M-Gain will overestimate. We wish to characterize the extent to which M-Loss and M-Gain underestimate and overestimate respectively, so the Center can compensate. We restrict ourselves to the case of linear regression, but the analysis can be extended to any model in which the optimal parameters have a closed-form solution.

Let us consider two probability distributions \( \Phi_1 \) and \( \Phi_2 \), and we assume they describe an input-output relationship such that \( \Phi(x, y) = q(x)p(y|x) \), and \( q_1(x) = q_2(x) \). This assumption merely asserts that the data we are collecting is drawn from the same domain regardless of the distribution of the output. Distributions \( \Phi_1 \) and \( \Phi_2 \) determine, in expectation, models \( M_1 \) and \( M_2 \) respectively. Let us now define \( R_{s,ij} \) as the expected risk of model \( M_i \) evaluated on \( \Phi_j \). Using the standard mean-squared-error loss function, we have that \( R_{s,ij} = R_{ij} + \mathbb{E}[(M_i - M_j)^2] \). Now suppose we sample \( N_1 \) points from \( \Phi_1 \) and \( N_2 \) points from \( \Phi_2 \) to form our training set \( \{z\} \). Because the linear regression solution is linear with respect to \( y \), and \( q(x) \) is fixed, then \( \{z\} \) determines in expectation a model \( M_c = \frac{N_1 M_1 + N_2 M_2}{N_1 + N_2} \).

With this, let us consider the practical application where \( \Phi_1 \) is the initialization distribution and \( \Phi_2 \) is the distribution of reports from the Agents. Then when we evaluate the model, we are only concerned with the error of the mixed model \( M_c \) evaluated on \( \Phi_2 \):

\[
R_{c,2} = R_{2,2} + \left( \frac{N_1}{N_1 + N_2} \right)^2 \mathbb{E}[(M_2 - M_1)^2]
\]

To simplify, we fix \( N_1 = Q \) as the number of points used for initialization, we define \( r = \mathbb{E}[(M_2 - M_1)^2] \), and we let \( N_2 \) vary as \( x \). Then we have our expected empirical risk in terms of \( x \):

\[
R(x) = \frac{Q^2 r}{(Q + x)^2} + R_{2,2}
\]

We can approximate the influence of a data point arriving after \( x \) data points as the negative of the derivative of the risk:

\[
\frac{-\partial R}{\partial x} = \frac{2 Q^2 r}{(Q + x)^3}
\]

Now we consider batch size \( b \). We can compute the expected overall change in loss of some arbitrary batch \( k \), with \( k \) indexing starting at 1.

\[
\Delta R_b(k) = R((k-1)b) - R(kb) = \frac{bQ^2 r(2Q + (k-1)b)^2}{(Q + (k-1)b)^2(Q + kb)^2}
\]

Now we consider the sum of influences of points in batch \( k \) for M-Loss and M-Gain.

\[
\begin{align*}
S_{\text{M-loss},b}(k) &= -b \frac{-\partial R}{\partial x} \bigg|_{kb} = \frac{2bQ^2 r}{(Q + kb)^3} \\
S_{\text{M-gain},b}(k) &= -b \frac{-\partial R}{\partial x} \bigg|_{(k-1)b} = \frac{2bQ^2 r}{(Q + (k-1)b)^3}
\end{align*}
\]

Comparing these to the change in risk, we get the following ratios:

\[
\begin{align*}
D_{\text{M-loss},b}(k) &= \frac{S_{\text{M-loss},b}(k)}{\Delta R_b(k)} = \frac{2(Q + (k-1)b)^2}{(Q + kb)(2Q + (2k-1)b)} \\
D_{\text{M-gain},b}(k) &= \frac{S_{\text{M-gain},b}(k)}{\Delta R_b(k)} = \frac{2(Q + kb)^2}{(Q + (k-1)b)(2Q + (2k-1)b)}
\end{align*}
\]

By computing these values, the Center can pick an arbitrary batch size and divide the influence scores by these formulas such that the expected sum of influences is equal to the overall change in risk, as in the case of batch size 1. We note that these formula have constant growth rate with respect to the number of points \( Q + kb \) and they asymptotically approach the constant function \( D_b(k) = 1 \). Therefore, dividing the influence scores by these formulas will not affect the incentive for early reporting.

We note that this analytic method only applies to linear regression, and that it can only be reasonably extended to learners with closed-form solutions for the optimal parameters. However, the center can approximate this method by using the observed influences and change in risk across a batch and rescaling with the ratio of these two empirical values, rather than the a-priori expected ratio.
4.3.1. EXPERIMENTAL RESULTS

We present experimental results to demonstrate the validity of the rescaling formula in real scenarios. We ran simulations, using the same datasets as in Section 4.2.1 to estimate the effect of the batch size on the ratios $D_{\text{mloss}}$ and $D_{\text{mgain}}$. We ran each simulation with 1500 total training points with a varying batch size. Given a fixed batch size, we ran 10 trials for every dataset and aggregated them to form a more general estimate of $S_{\text{mloss}}, S_{\text{mgain}},$ and $\Delta R$. We then took the ratios of these aggregates and compared against our theoretical results for $D_{\text{mloss}}$ and $D_{\text{mgain}}$ in Fig. 2. We ran this same simulation with different numbers of initial points 20, 100, 200, and 500. We have chosen only to show the case with 500 initial points, although the other simulations show the same relationship. Each line represents a different batch size. We have chosen to plot batch sizes 30, 100, and 300 for ease of visualization.

4.4. Using agent reports as test data

We have shown in Theorem 3 that under some reasonable assumptions, truthful reporting forms a BNE for the agents. However, this requires a truthful test set, which might not always be at the disposal of the Center. We will show that, even if we collect the reports as test data and a subset of agents report using the same heuristic strategy (for example, reporting according to some gaussian distribution), under certain conditions the heuristic reporters will still be unprofitable. We can use the same analysis as in Section 4.3. Once again we consider two distributions $\Phi_1$ and $\Phi_2$ with the same assumptions as before. Let $\Phi_1$ be the distribution of heuristic reports and $\Phi_2$ by the distribution of truthful reports. Suppose that we draw $x_1$ points from $\Phi_1$ and $x_2$ points from $\Phi_2$, with $n = n_1 + n_2$. Then we have our mixed model $M_i = (x_1 M_1 + x_2 M_2)/n$. The mixed model will then be evaluated on the mixed distribution $\Phi_c = (x_1 \Phi_1 + x_2 \Phi_2)/n$. Taking the empirical risk $R_{c,c}$, we compute the influences:

$$\frac{\partial R_{c,c}}{\partial x_1} = \frac{p}{n} R_{1,1} - \frac{p}{n} R_{2,2} - \frac{p(2p - 1)r}{n}$$

$$\frac{\partial R_{c,c}}{\partial x_2} = -\frac{1 - p}{n} R_{1,1} + \frac{1 - p}{n} R_{2,2} + \frac{(1 - p)(2p - 1)r}{n}$$

We wish to know under what conditions the agents reporting according to $\Phi_2$ will receive a higher reward than those reporting according to $\Phi_1$:

$$0 < -\frac{\partial R_{c,c}}{\partial x_2} - \frac{\partial R_{c,c}}{\partial x_1}$$

This yields for the fraction $p = x_2/n$ of non-heuristic reports:

$$p > \frac{1}{2} + \frac{R_{2,2} - R_{1,1}}{2r}$$

Because $R_{i,i}$ represents the risk of model $i$ evaluated on the points used to compute model $i$, we will call it the residual risk of the model. This bound shows that the problematic case for the Center is when the residual risk is lower for the heuristic model than the truthful model. In this case, the Center will require more than a majority of truthful reporters to maintain proper truthful incentives. If the heuristic reporters are uncoordinated or random, causing the residual risk in the truthful model to be lower than that of the heuristic model, then the Center does not even require a majority of truthful reporters to make heuristic reporting unprofitable. If the heuristic model is significantly different from the truthful model, the the bound will tend towards $\frac{1}{2}$, so profitability will be decided by the majority.

5. Conclusion

We have presented a novel incentive scheme for good quality data acquisition based on influence functions. The influence score has the clear advantage that the Center will only have to pay for data that improves the performance of the model. We have shown for regression models how influence can be approximated and processed in batches for efficiency, and developed a theory that allows correcting the difference between the influence and the overall change in loss. We also analyzed the influence of agents that report heuristically without making the effort to collect actual data and showed that the mechanism is robust to irrational reports.
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